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METAMOBILITY
Connecting Future Mobility With the Metaverse

Haoxin Wang , Ziran Wang , Dawei Chen ,  
Qiang Liu , Hongyu Ke, and Kyungtae (KT) Han 

T he metaverse is a perpetual, immersive, and 
shared digital universe that is linked to but is 
beyond the physical reality, and this emerging 
technology is attracting enormous attention from 

different industries. In this article, we define the first 
holistic realization of the metaverse in the mobility 
domain, coined as metamobility. We present our vision 
of what metamobility will be and describe its basic 
architecture. We also propose two use cases, tactile live 
maps and metaempowered advanced driver-assistance 
systems (ADASs), to demonstrate how metamobility will 
benefit and reshape future mobility systems. Each use 
case is discussed from the perspective of the technolo-
gy evolution, future vision, and critical research chal-
lenges. Finally, we identify multiple concrete open 
research issues. 

Background and Motivation

Future Mobility
In less than half a decade, the expeditious evolution of 
wireless communications, artificial intelligence (AI), and 
high-performance computing has been reinventing the 
mobility concept and systems. For example, in 2019, Toyo-
ta announced a profound transformation from being an 
automaker to becoming a mobility company, with an 
emphasis on connectivity, autonomous driving, shared 
mobility, and the electrification of vehicles (CASE) [1]. 
Meanwhile, other major automotive original equipment 
manufacturers (OEMs), including Volkswagen, Audi, BMW, 
etc., are investing heavily in future mobility solutions to 
enhance their core competencies and to ingratiate them-
selves with customers. Although OEMs may frame their 
own blueprints for the future mobility, they share the same 
ambition of creating a mobility society in which safe, sus-
tainable, frictionless, fun, and personalized transportation 
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is universal by leveraging CASE technologies. Figure  1 
illustrates a timeline of selected OEMs’ research activities 
and product/service rollouts in terms of connectivity, one 
of the cornerstones of future mobility. A trendy shift in 
OEM strategies is partnering with technology giants, such 
as Google, Amazon, and Microsoft, to develop cloud plat-
forms, automotive operating systems, AI, etc.

Metamobility
Metaverse, as an emerging representation of the immer-
sive Internet, has attracted enormous attention in both 
academia and industry. Figure 2 illustrates the timeline 
of the metaverse development from 1992 (the year that 
the term metaverse was coined in a science fiction novel, 
Snow Crash [2]) to 2022, including remarkable concepts, 
technologies, prototypes, products, and applications. 
Although the definitions of the metaverse vary in differ-
ent versions [3], [4], [5] [6], the basic concepts are essen-
tially the same: the metaverse is a perpetual, immersive, 
and shared digital universe (“verse”) that is linked to but 

is beyond (“meta”) the physical reality. Recently, several 
prominent prototypes and applications have been pro-
posed by forerunners. The Chinese University of Hong 
Kong, Shenzhen Metaverse [3], for instance, is a campus 
metaverse prototype that allows students and faculty to 
perform immersive interactions in a real–virtual mixed 
world. Along with its rapid development in gaming [5], 
social media [3], and manufacturing [6], the metaverse 
retains potential in future mobility as well.

Designing a metaverse solution for future mobility is 
strongly motivated by the ambition of achieving a friction-
less, fun, and personalized mobility society. Additionally, 
the emergence of CASE technologies provides a catalyst 
for connecting the metaverse with future mobility. How-
ever, to the best of our knowledge, there has been no effort 
to discuss the confluence of the metaverse and future mo-
bility technologies. In this article, a terminology metamo-
bility, is coined and defined as a holistic realization of the 
metaverse (“meta”) in the mobility domain (“mobility”) 
with the support of CASE technologies. Metamobility is 
capable of driving customers in both physical and digital 
spaces, where connected and automated vehicles (CAVs) 
or other mobile entities, such as urban air mobility (UAM), 
will be physical carriers for customers to access and inter-
act with both real and virtual worlds. For example, during 
the COVID-19 pandemic, many international travels were 
suspended due to the pandemic prevention requirements, 
but metamobility could provide great accessibility to 
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Figure 1 A timeline of selected OEMs’ research activities and product/service rollouts from 2016 to 2026 in terms of car connectivity.  
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We also propose tWo use cases, tactile live 
maps and metaempoWered advanced driver-
assistance systems, to demonstrate hoW 
metamobility Will beneFit and reshape 
Future mobility systems.

Authorized licensed use limited to: Georgia State University. Downloaded on October 23,2023 at 02:19:17 UTC from IEEE Xplore.  Restrictions apply. 



SEPTEMBER 2023  |  IEEE VEHICULAR TECHNOLOGY MAGAZINE  ||| 71 

allow people quarantining in Shanghai to enjoy an immer-
sive Tokyo city tour in the cyberworld by remotely inter-
acting with a car (e.g., a Toyota e-Palette self-driving car) in 
the physical world. Two essential features of metamobility 
could be observed in the presented example: 

 ■ The physical limitations of space and time could be easi-
ly overcome through metamobility, where we will not 
move our things, but things will actually move around us.

 ■ The future mobility will enable the changes made in the 
cyberworld to be reflected in reality, where cars might 
become an extension of our own physical senses.
This article serves as the first effort to offer a compre-

hensive vision for building up a perpetual, synchronous, 
and shared metamobility in terms of 
its system architecture, use cases, 
and research opportunities.

Example Architecture  
of Metamobility
This section presents the basic archi-
tecture of metamobility. It consists of 
three main parts: facility, technology, 
and ecosystem, as illustrated in Fig-
ure 3. The facility includes static enti-
ties, e.g., intelligent transportation 
infrastructures, and mobile entities, 
e.g., CAVs, wearable extended reality 
(XR) devices, and UAM. These physi-
cal entities perform as data genera-
tors as well as service requesters.

From the technology part, we 
have eight pillars. Physical world 

data acquisition can be performed in a crowdsourcing 
manner by leveraging the ubiquitous smart sensors de-
ployed in static and mobile entities. When the number 
of physical entities is sufficiently large, the size of the 
collected data will be exponentially increased. Edge–
cloud storage and computing can relieve the pressure 
of processing the big data and enhance the perfor-
mance of latency-sensitive and computation-intensive 
mobility applications. To enable the edge–cloud stor-
age and computing, heterogeneous communication 
technologies, such as 5G, 6G, and cellular vehicle to 
everything (C-V2X), are necessary for supporting high-
speed data transmissions. Furthermore, to handle the 
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concurrent data transmission from numerous physical 
entities, network management strategies, e.g., adaptive 
data offloading, are required to enhance the data trans-
mission efficiency. 

AI is delivering on its promise of learning complicated 
attributes behind the data and performing precise and 
fast prediction. In metamobility, trustworthy AI is indis-
pensable due to AI’s high involvement in driving safety. 
In other words, it is a question of not just what can be 
done with AI but how it should be done. A digital twin 
can use the historical data and learned behavior models 
to conduct scalable simulations in the cyberworld and 
mimic what might happen in the next stage. As these 
data and digital twin models usually have associated 
privacy concerns, blockchain can be an effective tool 
to prevent privacy leakage. Last but not least, XR tech-
niques make human users accessible and manipulable to 
the cyberworld.

The ecosystem delineates a perpetual and shared 
virtual world, a digitized counterpart of the real world. 
With the assistance of the presented technologies, each 
physical entity is able to have a unique digital replica or 
digital avatar. Any changes to the physical entity will re-
sult in a real-time digital avatar update accordingly. With 
the continuous input of real-world data, the correspond-
ing digital assets, e.g., personalized digital content and 
virtual driving scenes, can be created according to the 
needs of mobility applications and services.

Example Metamobility Applications
In this section, we present two metamobility-empowered 
use cases to demonstrate how metamobility will benefit 

and reshape future mobility systems. Each use case is 
elaborated from the perspective of the technology evolu-
tion, future vision, and key research challenges.

Tactile Live Maps

Evolution
Car navigation systems have already been shaping the 
driving experience in an unprecedented way. Most driv-
ers today rely heavily on the modern navigation systems, 
such as Google Maps, which has grown into a multibil-
lion dollar industry. However, it all started with the Iter 
Avto, the first dedicated car navigation system created in 
the 1930s. As illustrated in Figure 4, it is striking how far 
we have come with car navigation systems in the last 
100 years. Generally, the evolution of automotive navigation 
has passed through three key stages as follows:
1) Paper maps: A set of folded paper maps is shoved in 

the glove compartment and wrapped from one roll to 
another across a display. The scroll rate is proportion-
al to the speed of the car.

2) Digital maps with GPS: Driven by the commercializa-
tion of GPS and miniaturization in electronic devices, 
vehicle location can be tracked in real time from satel-
lites in space, and mapping information can be stored 
in data storage. GPS-based navigation has been much 
more affordable since Google Maps was unveiled.

3) High-definition (HD) maps with vehicle onboard sen-
sors: As the driving task gradually shifts from the driv-
er to in-vehicle automated systems, the role and 
scope of digital maps shifts accordingly. As a result, a 
new generation of maps built purposely for machines 
is needed. The latest generation of maps, generally 
referred to as HD maps, comes in the form of a highly 
accurate and realistic representation of the road. HD 
maps can be used to help an automated vehicle pre-
cisely localize itself on the road (e.g., lane-/centimeter-
level localization), understand its surroundings, and 
plan maneuvers. Although there are some adopted 
structures for HD maps on the market, such as 
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TomTom [12] and HERE [13], deploying HD maps 
widely is still in its infancy and considerably costly.
What could be the next item on the agenda? As listed, 

either conventional digital or HD maps mainly target the 
enhancement of car localization precision. Could next-
generation car navigation systems serve to make driving 
more accessible, interactive, and entertaining? Metamo-
bility can play a critical role.

Vision
The era of autonomous driving is approaching, where 
driving will be optional for human drivers as full driving 
automation matures. Nonetheless, this does not signal a 
termination of human access to the steering wheel or 
other driver controls. Today, cars with an automatic 
transmission still provide a manual mode for drivers who 
want to shift for themselves. Similarly, OEMs may retain 
manned driving features in some models to ingratiate 
themselves with specific customer segments. What, then, 
are the essential reasons that attract people to drive by 
themselves? One of the red-hot responses is to savor a 
more accessible, interactive, and entertaining driving 
experience, which self-driving alone will never be able to 
provide. Tactile live maps, empowered by metamobility, 
will be the tacit complement to autonomous driving tech-
niques and the key enabler to enhance the accessibility, 
interactability, and entertainability of CAVs.

The architecture of the tactile live map ecosystem 
is illustrated in Figure 5, which consists of tactile live 
maps, digital twins, and CAVs. Specifically, a tactile 
live map is classified into five layers according to the 
time intervals at which map information changes (i.e., 
dynamic or static) and the function of either augment-
ing the perception of the real environment or enabling 
the immersive interaction with virtual scenes and con-
tent (i.e., reality or virtual). These five layers are per-
fectly aligned with each other and indexed to allow for 

efficient parallel information deliveries to correspond-
ing CAV system components, such as the perception 
system, localization system, planning and control, and 
holographic display. Detailed attributes of each layer 
are as follows:

 ■ Layer 1: The base map layer is the bottom layer and con-
tains the basic road network data and 3D information of 
the region. It is key for aligning the subsequent layers of 
the tactile live map, such as the static reality layer.

 ■ Layer 2: The static reality layer comprises semantic 
objects that change at intervals of days or hours in 
reality. Semantic objects include various 2D and 3D 
objects, such as stop signs and traffic lights, and the 
positions and state information of road work, acci-
dents, and lane closures.

 ■ Layer 3: The dynamic reality layer includes the real-
time positions and state information of pedestrians, 
CAVs, bicycles, motorbikes, etc. It is designed to sup-
port the gathering and sharing of real-time global infor-
mation between a whole fleet of CAVs moving in a 
specific region. Additionally, with real-time data sam-
pling and historical data provided by digital twins, 
these dynamic physical objects are endowed with 
“souls” and behaviors, which could serve to conduct 
timely behavior prediction and anomaly detection.

Layers 1–3 in tactile live maps provide information about 
the static and dynamic parts of the physical world and are 
critical to the autonomous driving systems. They are gener-
ated and maintained at significantly high fidelity, and there 
is very little ambiguity about what the ground truth is.

 ■ Layer 4: The static virtuality layer offers the capability 
of customizing the driving scene. For example, a virtu-
al scene, driving on the surface of Mars, can be chosen 
by the driver or passengers to enrich the entertain-
ment of mobility. The selected virtual scene will over-
lay the reality by leveraging XR techniques or a deep 
reality head-up display (HUD) [14]. The semantic 
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information in the static virtuality layer is aligned with 
that in the static reality layer.

 ■ Layer 5: The dynamic virtuality layer is a virtual coun-
terpart of the dynamic reality layer, where each pedes-
trian or car is represented by its own avatar produced 
in the metaverse. This layer enhances the accessibility 
and interactability of the mobility by being linked with 
the metaverse to provide users with multiple ways, 
such as through fingers, voice, eyes, and neural sig-
nals, to interact with others in real time.

Layers 4 and 5 are the keys for tactile live maps to evolve 
from CAV oriented to both human and CAV oriented as 
well as to have human-like consciousness. The tactile 
live maps can be utilized by not only drivers physically 
sitting in cars (i.e., option 1 in Figure 5) but also by quali-
fied users who are driving remotely with XR remote con-
trol systems through holographic communications (i.e., 
option 2 in Figure 5).

Furthermore, as the dynamic layers are time sensi-
tive and require real-time maintenance to ensure the 
data freshness and precision, it is untenable to gather 
and integrate the offloaded sensor data from CAVs on a 
city scale. An applicable solution is to segment a city into 
corridors and to deploy a designated local edge server 
at each. Hence, tactile live maps could be built and main-
tained at the scale of the corridor by leveraging edge 
computing. The key performance indicators (KPIs) for 
evaluating tactile live maps include end-to-end latency, 
scalability, accuracy, data efficiency, download/upload 
data size, and maintenance frequency. Table 1 summa-
rizes the KPIs, features, requirements, and technologies 
of human-oriented digital maps, CAV-oriented HD maps, 
and everything-oriented tactile live maps.

Key Research Challenges
 ■ Network slicing: To ensure the stringent performance 

requirement, e.g., latency and reliability, network slic-
ing is necessary to reserve and isolate particular net-
work resources, e.g., radio bandwidth. As tactile live 
maps involve complex transmission and computation, 
their resource demands vary in different technical 
domains, e.g., radio access, transport, core, and edge 
networks. Hence, it will be challenging to determine 
and optimize the resource requests for tactile live 
maps under varying spatiotemporal network dynam-
ics, e.g., mobility and traffic. As existing network slic-
ing technologies focus on resource reservation at the 

slice level, rather than users, the achieved perfor-
mance of individual users may also be different. These 
differences need to be diminished and even eliminat-
ed, which requires further investigation efforts in mul-
tiple aspects, e.g., user scheduling and flow control.

 ■ Time-consistent map maintenance: Maintaining tactile 
live maps, especially the dynamic layers, relies on a 
highly dynamic (i.e., CAVs come and go in a hard-to-
predict manner), large-scale, and decentralized topolo-
gy. Each CAV may locally hold a self-governing 
sense–process–offload pipeline, making transforming 
and merging individual sensor data into a unified live 
map considerably challenging to be time consistent. 
Time inconsistency can compromise the value and 
precision of real-time map information. Hence, there is 
a need for effective schemes that can overcome the 
time inconsistency in tactile live map maintenance.

 ■ Perceivable avatar generation: Avatars serve as prima-
ry digital representatives when we interact with other 
entities (e.g., human drivers, CAVs in unmanned driv-
ing mode, or smart roadside units) in tactile live maps. 
Thus, both human drivers and CAVs would rely on 
their avatars to express themselves in the virtual 
space. For example, a human driver can present his/
her current mood through his/her avatar, while a CAV 
in unmanned driving mode can describe its real-time 
status in a way that is readily perceivable by humans 
by leveraging its avatar as well, and vice versa. There-
fore, research efforts on generating perceivable ava-
tars that can be used in diversified interactions (e.g., 
human to human, human to CAV, CAV to human, and 
CAV to CAV) are required to accomplish everything-
oriented tactile live maps.

Meta-Empowered ADASs

Evolution
ADASs have matured during the last decade, with an esti-
mated global market size of US$25.92 billion in 2021 [15]. 
They are designed by automotive OEMs and their tier 1 
suppliers to either inform drivers or directly engage vehi-
cle actions in driving and parking scenarios. Since human 
errors play a big role in traffic accidents, the emergence 
of ADASs significantly eases the burden on drivers, mak-
ing driving more relaxed and safer at the same time.

Most commercially available ADASs on the current 
market rely on the onboard perception of real-time data 
and conduct onboard computing based on these per-
ceived data. For example, adaptive cruise control (ACC) 
systems use the radar equipped on the front bumper of 
the vehicle (mostly behind the vehicle badge), togeth-
er with the camera on the windshield, to identify the 
preceding vehicle and measure its relative speed and 
distance compared to the ego vehicle. The onboard com-
puter of the vehicle will then calculate its acceleration 

since human errors play a big role in 
traFFic accidents, the emergence oF adass 
signiFicantly eases the burden on drivers, 
making driving more relaxed and saFer at 
the same time.
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table 1 A comparison of digital maps, HD maps, and tactile live maps. 

Digital Maps With GNSS HD Maps Tactile Live Maps 

Service objects Driver CAV Driver

CAV

Applications Near real-time traffic 
updates

Near real-time traffic 
updates

Real-time traffic updates

Ecofriendly routes Onramp merges Immersive navigation

Street view L3–L4 automated driving L5 automated driving

Personalized ADAS with XR

Interactive in-vehicle gaming

Computation requirements Centralized computing Centralized computing Hierarchical computing

Communication 
 requirements

Vehicle to cloud Vehicle to cloud Vehicle to cloud

Vehicle to vehicle

Vehicle to infrastructure

Vehicle to pedestrian

Layers Base map layer Base map layer Base map layer

Traffic layer Geometric map layer Static reality layer

Semantic map layer Dynamic reality layer

Map priors layer Static virtuality layer

Dynamic virtuality layer

KPIs End-to-end latency 1 s 10 ms 10–100 µs

Scalability Outstanding Moderate Challenging

Accuracy Car localization: 5–20 m Car localization: 5–30 cm Car localization: 5 cm

Environment perception: very high

Data efficiency 1 # 3 # that of digital maps 5–10 # that of HD maps

Download data size 5 MB/h 100 MB/h 1 GB/h

Upload data size # 1 MB/day 50 MB/day 2 GB/day

Maintenance 
 frequency

Traffic data: minutes Traffic data: minutes Traffic data: real time

Geographic informa-
tion: days

Geographic information: 
days

Geographic information: minutes

Satellite view: months Virtual content: real time

Technologies Cloud computing Cloud computing Cloud/edge computing

GNSS OTA update Anytime OTA update

4G 5G 6G

Perception Cooperative perception

Digital twins

Metamobility

AR/VR

Holographic communication

Millimeter-wave communication

Vehicle onboard hardware Onboard navigator Camera Stereo camera

IMU IMU

Radar Radar

In-vehicle GPU In-vehicle TPU

Holographic display

Wearable XR device

Lidar

(Continued)
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and braking inputs to adjust its speed and maintain a 
safe preset distance from the preceding vehicle. Another 
widely used ADAS on current vehicles is the precollision 
assist system with automatic emergency braking (AEB), 
which uses the camera on the windshield to continuous-
ly detect a potential collision with a vehicle or pedestri-
an directly ahead of the ego vehicle and produces visual 
and audio warning messages for the driver (and applies 
brakes automatically when necessary).

Vision
Although existing ADASs are useful in certain traffic 
scenarios, they are limited to real-time, short-range 
information perceived by onboard perception sensors 
of the ego vehicle. Actions made by the ADAS are car-
ried out by vehicle onboard computations, where the 
behavior-prediction and decision-making processes 
rely on the perceived data without any access to histori-
cal, large-region information. Moreover, existing ADASs 
always come with a handful of factory settings, which 
leave very few options for human drivers to customize 
to satisfy their personalized preferences.

Traditional ADASs can be transformed into meta-em-
powered ADASs by leveraging emerging technologies, 
such as XR, edge–cloud storage and computing, and het-
erogeneous communication technologies (e.g., 5G, 6G, 
and C-V2X). More importantly, meta-empowered ADASs 
can take advantage of multiple sources of data beyond the 
ego vehicle, which are capable of making more informed 
decisions than simply relying on a single data source.

The architecture of the meta-empowered ADAS is 
illustrated in Figure 6, where three data layers comple-
ment each other by bringing valuable data that can con-
tribute to the construction of digital twins. Each layer 
contains not only real-time data that can be sampled 
from hardware sensors on vehicles or traffic infrastruc-
tures but also historical data that are previously sam-
pled and stored for future reference.

 ■ Ego vehicle layer: The vehicle dynamics data, such as 
longitudinal/lateral position, speed, and acceleration, 
can be sampled in real time through CAN BUS.  
These data are essential for the meta-empowered ADAS 
to understand the current status of CAVs and make 
accurate decisions. Driver inputs can also be sampled 
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Figure 6 The architecture and ecosystem of the meta-empowered ADAS. 

table 1 A comparison of digital maps, HD maps, and tactile live maps. 

Digital Maps With GNSS HD Maps Tactile Live Maps 

Human–map interaction Vision and audition Vision and audition Vision, audition, tactition, and 
olfaction

Data collection Street-view fleet vehicle Mobile-mapping fleet vehicle Crowdsourcing

Map content Road geometry and 
traffic data

Road geometry, lane mod-
els, and traffic data

Road geometry, lane models, traf-
fic data, behavior models of sur-
rounding dynamic objects, custom 
virtual scene, and avatars

Representative products Google Maps TomTom HD Maps None

Apple Maps HERE HD Maps

AR: augmented reality; GNSS: global navigation satellite systems; IMU: inertial measurement unit; L: layer; OTA, over the air; TPU: tensor processing unit; VR: virtual reality.

(Continued)
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from multiple sources, from active inputs (e.g., the 
steering wheel, acceleration/braking pedal, and human–
machine interface) to passive inputs (e.g., the in-cabin 
monitoring camera, seat pressure sensor, and steering 
wheel pressure sensor). Different from vehicle dynam-
ics data, driver inputs provide more information about 
human factors, which enable the meta-empowered 
ADAS to be human-centric and able to serve humans’ 
needs. Besides the real-time data of vehicle dynamics 
and driver inputs, their historical data that are also 
stored in digital twins are also leveraged in this data 
layer. The access to historical data is a major advantage 
that allows the meta-empowered ADAS to learn from 
the past performances and preferences of both the 
vehicle and the driver, hence providing more custom-
ized services to meet their needs.

 ■ Neighbor vehicle layer: Different from the aforemen-
tioned layer, data in this layer come from neighboring 
vehicles of the ego vehicle. Getting to know the 
dynamics of neighboring vehicles is indispensable for 
most ADASs, as systems like ACC or AEB need to make 
decisions for the ego vehicle according to the statuses 
of its neighboring vehicles. Their drivers’ statuses can 
also be helpful in allowing the ego vehicle to predict 
their future behaviors. These real-time data can be 
sampled by the ego vehicle through vehicle-to-vehicle 
communications. Moreover, the historical data of 
neighboring vehicles and their drivers can be sampled 
by accessing their digital twins, enabling the meta-
empowered ADASs to understand the historical trends 
of neighboring vehicles’ statuses and make more 
informed predictions.

 ■ Traffic layer: This data layer provides the traffic infor-
mation to the meta-empowered ADAS, such as traffic 
signal phase and timing (SPaT), speed limits, construc-
tion zone alerts, traffic congestion levels, etc. This 
real-time and historical information allows the ego 
vehicle to look farther down the road instead of only 
focusing on its surroundings. For example, if the ego 
vehicle gets the downstream SPaT and congestion 
data through vehicle-to-infrastructure communica-
tions, its meta-empowered ADAS can proactively com-
pute an ecofriendly speed trajectory to allow the ego 
vehicle to pass multiple signalized intersections along 
that corridor without any full stop at red signals.
Once the aforementioned data are retrieved from 

these three data layers and digital twins, the planning 
and control component of the ego vehicle applies ad-
vanced algorithms to process them and generate guid-
ance to the driver through human–machine interfaces. 
For meta-empowered ADASs, the human–machine in-
terface can be designed as an augmented reality-based 
HUD (illustrated in Figure 7). Guidance information can 
be visualized to the driver by the projection on the wind-
shield, where neighboring vehicles’ driver inputs are 

overlaid on top of each vehicle. This design outperforms 
traditional ADASs by enabling the driver to make more 
informed driving decisions (e.g., decelerate or conduct a 
lane change to avoid rear-end crashes before the preced-
ing vehicle has a hard braking).

Research Challenges
 ■ Driver distraction: Meta-empowered ADASs can bring 

auxiliary sources of information to vehicles, creating 
an immersive driving experience for drivers. However, 
since ADASs still require vehicles to be fully or partial-
ly driven by human drivers, how to avoid overwhelm-
ing drivers with too much information becomes 
important. Existing ADASs choose to use the dash-
board (behind the steering wheel) or multimedia 
screen (on the center console) to display information 
for drivers, which requires drivers to move their atten-
tion away from the road ahead. Recently, installing big 
touch screens has become a new norm for new vehicle 
models, which further distracts drivers, especially for 
those ADASs that ask drivers to touch multiple times 
to change their ADAS settings. Augmented reality-
based HUDs (shown in Figure 7) can be adopted to 
convey information to drivers more intuitively, but 
these ADASs should also be carefully designed to clari-
fy differences between real and projected objects.

 ■ Model fidelity: Big data from various sources can be lev-
eraged by meta-empowered ADASs, where ADASs 
become capable of making more informed decisions. 
However, more data does not necessarily mean more 
accurate models, as some data sources are not as 
important as others. For example, models cannot treat 
historical driving data from a month ago the same as 
data from a day ago, as vehicle performances could 
have changed significantly during the past month. Also, 
if a model completely replicates the driver behavior 
and satisfies all of his/her preferences, such an ADAS 
model might be overfitted without considering realistic 
vehicle/traffic constraints. Sufficient analysis of the var-
ied importance of data (e.g., via principal component 
analysis) should be conducted to ensure the model 

Figure 7 An example illustration of a meta-empowered ADAS. 
Information is displayed on the ego vehicle’s windshield as the  
AR-based HUD, which includes neighboring drivers’ 1) proficiency 
scores and their trends, 2) possibilities of certain potential actions 
(e.g., hard braking and lane change), and 3) current mood score.
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fidelity, allowing meta-empowered ADASs to better 
assist drivers instead of getting misled by drivers.

 ■ Communication heterogeneity: One of the major advan-
tages of a meta-empowered ADAS over a traditional 
ADAS is its multiple sources of information; this requires 
wireless communication technologies to transfer that 
information between vehicles and the edge/cloud. How-
ever, existing vehicular wireless communication technol-
ogies (e.g., C-V2X) cannot always guarantee network 
accessibility and low latency when CAVs are traveling at 
fast speeds or in remote areas. This will generate inaccu-
rate guidance for a meta-empowered ADAS, as accurate 
information cannot be received from the edge/cloud in 
real time. Therefore, how to construct a heterogeneous 
wireless communication environment for CAVs with mul-
tiple network layers (e.g., vehicle, edge, and cloud) and 
communication technologies (e.g., C-V2X and DSRC) is 
crucial to solving communication issues for meta-
empowered ADASs, allowing CAVs to maintain a seam-
less connectivity with low latency and cost.

Open Issues for Metamobility Deployment
In the future development and deployment of the 
metamobility technology in both academia and industry, 
together with the involvement of CAVs and digital twins, 
numerous challenges need to be tackled from the per-
spectives of both research and engineering.

Metamobility Initiatives
The metaverse has gained momentum in multiple 
domains through initiatives led by major industry players. 
Meta has released its metaverse ecology for social net-
works, while Nvidia announced a new collaboration with 
BMW on creating future manufacturing solutions by lever-
aging Omniverse [6], Nvidia’s metaverse platform. Similar 
to social networks and manufacturing, joint initiatives for 
future mobility with the metaverse need to be investigated 
with the help from both industry and academia. These ini-
tiatives can help regulate the development of metamobili-
ty, such as defining standard APIs for data access across 
various platforms or building safety layers to address 
potential cyberattacks. However, achieving a consensus 
among diverse sectors (e.g., telecommunication compa-
nies, car manufacturers, transportation agencies, and cus-
tomers), predictably, might be arduous.

Edge AI
Edge AI, the confluence of edge computing and AI, will be 
the base to support various features of metamobility, such 

as the autonomy of an avatar, data interoperability, scene 
understanding, and distributed learning. Hence, human 
involvement in metamobility will be minimized where 
edge AI should accomplish these features in a proactive 
fashion. On the other hand, the main characteristics of 
metamobility—the immeasurable source of sophisticated 
data and high user engagement—would provide both 
challenges and opportunities for AI techniques to achieve 
efficient data processing, analysis, and training.

Network
The metamobility applications require high throughput 
(e.g., to upload multifold onboard sensor data in real 
time), ultralow motion-to-photon latency (i.e., the delay 
between a user’s action and the corresponding reac-
tion on display), and pervasive network access while 
physical objects, such as CAVs, are moving. For exam-
ple, an unsatisfied motion-to-photon latency might 
cause car sickness and, thus, degrade metamobility 
experiences. To tackle these issues, two essential tech-
niques should be studied and implemented in metamo-
bility: 1) context-aware data offloading to adaptively 
adjust the data collection (i.e., spatial–temporal), per-
ception, and transmission with high mobility and 
2)  application-oriented network resource provisioning 
to reduce cross-domain resource usage while meeting 
the strict latency requirement.

Security and Privacy
In metamobility, cybersecurity and user privacy are the 
most crucial issues that should be investigated to pro-
tect legitimate entities, such as physical CAVs or their 
corresponding digital assets, against attacks from both 
physical and digital spaces. Compared to the physical 
entity, the digital asset will be more vulnerable, as it usu-
ally contains sufficient information, such as the driver’s 
biometric data, to mimic or even clone the entity. Fur-
thermore, due to the nature of metamobility, any entities 
may monitor others’ activities in the digital space (e.g., 
layer 5 in tactile live maps). Numerous records of behav-
iors, user interaction traces, and digital replicas will 
dwell in metamobility. Hence, how to prevent eavesdrop-
ping, continuous monitoring, and privacy leakages is the 
key to secure the metamobility natives.

Conclusions
In this article, metamobility was first coined and defined to 
connect future mobility systems with the metaverse. The 
breakthrough lying before us is to create a frictionless, fun, 
and personalized mobility society by enabling metamobili-
ty. We illustrated an example architecture of metamobility 
that integrates key technologies and facilities them to 
enable a plurality of new mobility applications, products, 
and services. The exploration of metamobility will drive 
innovations in future mobility technologies, industries, 

the metaverse has gained momentum  
in multiple domains through initiatives  
led by major industry players.
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and economies, which, in turn, will help to make the 
world a better place to live.
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